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The first hyperpolarizability and electronic excitation spectrum of sesquifulvalene and a sesquifulvalene
ruthenium complex have been computed and analyzed with use of time-dependent density-functional theory.
A new orbital decomposition scheme is introduced that allows the computed first hyperpolarizability to be
related to the electronic structure of complex molecules. The analysis shows that the first hyperpolarizability
of sesquifulvalene is not associated with the first intense absorption, with HOMO-1f LUMO+1 character,
but is dominated by the lowest energy transition, with HOMOf LUMO character, despite its very low
intensity. In the ruthenium complex, the analysis reveals that the strong enhancement of the nonlinear optical
response compared to free sesquifulvalene should not be attributed to the effect of complexation on the
hyperpolarizability of sesquifulvalene. The strong hyperpolarizability originates from MLCT transitions from
ruthenium d-orbitals to an empty orbital located at the seven ring of sesquifulvalene, transitions that have no
analogue in free sequifulvalene.

1. Introduction

The development of chromophores for nonlinear optics (NLO)
has been driven by a multitude of important technological
applications that can be realized if suitable materials are
available.1-3 In applications where fast nonlinear optical
response is desired, molecular chromophores with high elec-
tronic nonlinear susceptibilities have been particularly promising
to replace traditional materials where the nonlinear effect comes
from the relatively slow response of the nuclear framework
instead of electronic degrees of freedom.

The design of new chromophores with improved nonlinear
optical properties has profited greatly from theoretical consid-
erations concerning the microscopic mechanism and accurate
computation of molecular hyperpolarizabilities.4 The application
of perturbation theory has led to so-called “sum-over-states”
formulas, where the molecular hyperpolarizabilities are ex-
pressed as a sum of contributions from the ground and excited
states of the system.5,6 A drastic simplification of these
expressions, the so-called “two-level formula” (eq 1), where
the abovementioned sum is truncated to include only the ground
state and a single excited state as the leading contribution, has
been particularly useful for the development of new chro-
mophores.

In eq 1,â denotes the static first hyperpolarizability,∆Ege

denotes the excitation energy separating the ground and excited
state,∆µge denotes the difference in dipole moments of the

ground and excited state, andµge is the transition dipole moment
of the excitation, which is related to its optical intensity. Hence,
as a guideline, the two-level formula suggests building chro-
mophores with at least one low-energy, high-intensity charge-
transfer excitation.4,7 Later on, more sophisticated approximate
analysis tools such as the “missing-state analysis”8 or the
“missing-orbital analysis”,9 where individual states are deleted
from the full sum-over-states expression to estimate their
importance, have been proposed to obtain more insight into the
origins of the hyperpolarizabilities of complex molecules.
However, the success of the simple two-level formula has never
been reached by other approaches since, and in fact it still seems
to be the most important design rule for chromophore synthesis
in practical use.

In recent years, a great number of organic and organometallic
chromophores for NLO have been synthesized, some of which
show extremely high hyperpolarizabilities. The latter class of
compounds offers additional flexibility due to the presence of
transition metals.10,11Most of the successful NLO chromophores
show a push-pull architecture as a common structural motif,
i.e., they contain an electronic donor group (such as-NH2)
and an electronic acceptor group (such as-NO2) connected by
a bridge (such as ethylene or benzene) to mediate the electronic
communication between the two groups.

Sesquifulvalene1 represents a push-pull architecture, as
becomes clear from the resonance structures drawn in Figure
1, and theoretical investigations predicted considerable optical
nonlinearities.12-14 However, sesquifulvalene itself is unsuitable
for the construction of NLO materials due to its high chemical
reactivity, which is probably the reason its hyperpolarizabilities
have never been measured experimentally to our knowledge.
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Figure 1. Most important resonance structures of sesquifulvalene1.
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On the other hand,1 forms stable organometallic coordination
compounds upon complexation with various transition metal
fragments. In the groups led by Heck and by Tamm, various
sesquifulvalene transition metal complexes (for a general
formula cf. Figure 2) have been synthesized, and their first
hyperpolarizabilities have been measured by means of Hyper-
Rayleigh scattering15,16 experiments.17-22 Some of the hyper-
polarizabilities reported are quite high compared to those of
chromophores of comparable molecular size. To better under-
stand the origins of the observed hyperpolarizabilities, various
experimental techniques have been applied to elucidate the
electronic structure of the compounds.17 In particular, the two-
level formula has been applied to obtain an estimate for the
static (i.e., frequency-independent) first hyperpolarizabilities
from the experimentally accessible frequency-dependent hy-
perpolarizabilities. A knowledge of the static hyperpolarizability
is important to assess the intrinsic capabilities of a chromophore
for NLO applications in various experimental setups.

In this contribution, we present a theoretical analysis of the
fist hyperpolarizabilities of sesquifulvalene1 and its prototype
ruthenium sandwich-type complex2, shown in Figure 3, using
time-dependent density-functional calculations.23 Our main goal
is to contribute to a better qualitative understanding of the
observed first hyperpolarizabilities. In particular, we will shed
some light on the effect of complexation on the hyperpolariz-
ability of the sesquifulvalene ligand. To this end, we propose a
new approximate analysis scheme based on response theory,
which provides a convenient way to relate the computed first
hyperpolarizabilities to the details of the electronic structure of
complex chromophores. We will investigate the properties of
the new scheme by analyzing the well-known NLO chro-
mophore p-nitroaniline (PNA), and subsequently apply the
method to better understand the NLO properties of sesquiful-
valene1 and its complex2.

The paper is organized as follows. In Section 2, we start with
some computational details, and outline the basic equations of
the new approximate orbital decomposition scheme for first
hyperpolarizabilities. In Section 3.1, some information is given
on the geometrical features of the title compounds. This section
is followed by an analysis of the electronic structure and
excitation spectrum, and in Section 3.3 we elaborate on the
hyperpolarizabilities of sesquifulvalene and the title complex.

2. Methods

2.1. General.The electronic excitation energies and frequency-
dependent first hyperpolarizabilities were calculated analytically
by using time-dependent density-functional theory (TDDFT)24-28

as implemented into the Amsterdam Density Functional program
(ADF).23,29Both the static hyperpolarizabilities and those at an
incident frequency of 0.043 au, which is the laser frequency
used in the experiments (1064 nm),17 have been computed. The
algorithms used and the implementation have been described
in detail elsewhere.30

In the ground-state self-consistent-field calculations preceding
the TDDFT steps, exchange-correlation (xc) potentials based
on the local density approximation (LDA)31,32and the gradient-
regulated connection (GRAC)33 of the potentials based on the
exchange-correlation functional proposed by Becke34 and Per-
dew35 and the shape-corrected LB94 potential due to van
Leeuwen and Baerends36 have been used. The SCF procedure
was converged below 10-8 au, and the integration accuracy
parameter was set to 5. For the subsequent TDDFT computa-
tions, the adiabatic exchange-correlation kernel based on the
local density approximation (ALDA) has been used along with
both the LDA and the GRAC potential.

For the response calculations, we have tested Slater-type basis
sets of varying quality. In particular, basis sets including diffuse
functions are generally believed to be important for accurate
excitation energies and hyperpolarizabilities of small molecules.
On the other hand, the presence of very diffuse atom-centered
basis functions in larger molecules may lead to numerical
problems due to linear dependencies and concomitant deteriora-
tion of the results.37 In the present case, we have found that the
inclusion of diffuse basis functions is not of crucial importance
for the calculated hyperpolarizabilities as long as one is only
interested in qualitative results. This may be expected for
somewhat larger and/or cationic molecules such as those
investigated here. Moreover, since accurate (experimental or
correlated ab initio) gas-phase hyperpolarizabilities for com-
parison with our TDDFT results are lacking presently, there is
no need to push basis set issues to the limit. We have therefore
chosen to base our study on standard basis sets of polarized
triple-ú quality.

All geometries were fully optimized inC2V (sesquifulvalene
1) andCs (complex2) symmetry at the BP86/TZ2P or BP86/
TZP level,34,35 using version 2000.1 of the ADF program. The
computed hyperpolarizabilities have been analyzed in a semi-
quantitative manner by virtue of a orbital decomposition scheme,
which will be described in the following section. The scheme
has been implemented in a local version of the ADF program
based on release 2000.1

2.2. Orbital Decomposition Scheme for First Hyperpo-
larizabilities. Explicit expressions for the computation of first
hyperpolarizabilities within time-dependent Hartree-Fock (TDHF)
theory have been given by Sekino and Bartlett38 and by Karna
and Dupuis.39 The decomposition scheme to be presented is
based on the expression for the hyperpolarizability tensor
elementâabc given in ref 39, see eq 2.

The definition of the occupation number matrixn, the first-
order Fock matrixGb, the Lagrangian multiplier matrixEb, and
the transformation matrixUa follow that in ref 39. (Upper
indices indicate perturbed quantities to first order in the external
electric field.)

Van Gisbergen, Snijders, and Baerends have extended these
equations to the realm of DFT, which includes a contribution
to the hyperpolarizability originating from the expansion of the

Figure 2. General structure of sesquifulvalene transition metal
complexes: Z, conjugated bridge; LM, M′L′, transition metal complex
fragments.

Figure 3. The title sesquifulvalene complex2.
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exchange-correlation contribution in terms of the external
electric field and which are not present in TDHF theory.23 In
practice, it turned out that this contribution is small in magnitude
(<5%, usually even<1%) for most molecules. Although this
extra DFT term is of course included in the calculated
hyperpolarizabilities given in this paper, it is omitted from the
orbital decomposition scheme to be outlined here. It implicitly
enters into the expression, however, since it is included in the
determination of the matrixesU and G within the coupled-
perturbed Kohn-Sham (CPKS) scheme. The decomposition
scheme yields qualitative or at best semiquantitative information,
and the approximation of omitting the smallgXC terms will not
affect the insights obtained.

In the orbital decomposition scheme to be presented, the
contributions of individual orbitals and orbital groups (pairs)
to any total hyperpolarizability tensor elementâabc is identified
and used as a tool to relate the computed hyperpolarizability to
the electronic structure of the molecule at hand. To this end,
starting from the general expression in eq 2, the contribution
of a particular orbital pair characterized by indexesi, r, âabc(i,r)
to a given hyperpolarizability tensor elementâabc (static or
frequency-dependent) is expressed by defining the corresponding
restricted sum as given in eq 3.

This results in a decomposition of a given (static or frequency-
dependent) hyperpolarizability tensor elementâabc into contribu-
tions by occupied-virtual orbital pairsâabc(i,r).41 (An extension
to combinations of one occupied orbital with two virtual orbitals
âabc(i,r,s) is straightforward but not used here).

Note that only the full sum, eq 2, for the tensor elementâabc

has a physical meaning in describing the response of the dipole
moment to second order in the external electric field, leaving
aside the extra DFT term as explained above. The contributions
of the individual orbital groups (eq 3) in total add up to this
number. Thus, it may happen that certain terms in the above
sum cancel other contributions with opposite sign. In cases
where major contributions toâabc are canceled in this way, the
use of the analysis scheme may be questionable. These
considerations have been taken into account in the analyses
given in later sections of the present paper.

At this point, we stress the relation of this approach, which
is based on response theory, to analysis tools using sum-over-
states expressions40,42which allows for the identification of those
excitations which contribute most to the totalâ tensor element
(missing state analysis,8 missing orbital analysis9). The disad-
vantage of the latter approaches is that all electronic excited
states have to be calculated to obtain an exact decomposition,
which is usually affordable for semiempirical methods only.
The present scheme, on the other hand, is obtained as a
byproduct of the calculation of the total hyperpolarizability
tensor and comes at virtually no additional cost in computer or
human user time.

We will demonstrate the properties of the present decomposi-
tion scheme in Section 3.3.1 by analyzing the well-known NLO
chromophorep-nitroaniline (PNA) as an example. There, the
following basis sets have been used to establish the stability of
the scheme with respect to basis set variations. In addition to
the standard TZ2P basis set, several basis sets have been tested

where the exponents have been obtained from an even-tempered
series. The label DZPhp refers to an even-tempered basis set
of polarized double-ú split-valence quality, augmented with
several diffuse functions (e.g., 3S 3P 2D 1F for carbon). The
labels VI and VII refer to very extensive polarized even-
tempered split-valence basis sets (for carbon: 6S 4P 2D 1F for
VI, 8S 6P 3D 2F for VII), which are augmented by several
diffuse functions in the case of VIhp (+ 2S 2P 2D 3F) and
VIIhp (+ 1S 1P 1D 3F). In case of linear dependencies of the
basis sets, certain symmetrized fragment orbitals have been
removed from the molecular basis to avoid numerical problems.
The shape-corrected exchange-correlation potentials SAOP43 and
GRAC33 have been used in addition to the local density
approximation (LDA).

3. Results and Discussion

3.1. Structural Features.The general structural features of
sesquifulvalene1 have been discussed in considerable detail
before12-14 so that we can focus on the most important features
of relevance for the present study. Salient structural parameters
due to our calculations of sesquifulvalene and the title complex
are given in Table 1.

Sesquifulvalene1 shows a planar equilibrium structure
(symmetryC2V) with alternating short and long bonds, typical
for a nonaromatic polyene with partial double and single bonds.
This bond-length alternation within the sesquifulvalene ligand
is reduced for complex2, where the C-C bond length pattern
indicates a partially biaromatic electronic structure with coplanar
rings, with clearly increased aromatic character in particular in
the 5-ring, and a lengthened central bond with similar “aromatic”
length. The structural parameters for the complex are in
reasonable agreement with those deduced form X-ray diffraction
data.17

3.2. Electronic Structure and Electronic Excitation Spec-
trum. 3.2.1. Electronic Structure.Although details of the
electronic structure of sesquifulvalene have been studied in the
literature before,12-14 we review some important results here
since this will be necessary for our analysis of the complex2
given in the next section. Figure 4 shows the relevant frontier
orbitals of sesquifulvalene along with their formal construction
from cyclopentadienyl and cycloheptatrienyl fragment orbitals.
Only orbitals ofπ-symmetry are discussed here.

According to our analysis, the HOMO of1 belongs to the a2
irreducible representation of the molecular point group, and is
entirely located on the five-membered ring (as has already been
deduced from experimental data17). The LUMO is also of a2
symmetry, but resides entirely on the seven-membered ring. The
π-bonding interaction of the central bond linking the two rings

TABLE 1: Bond Distances (in pm) of 1 and 2 at the
BP/TZ2P (1, C2W) and BP/TZP (2, Cs) Levels of Theory,
Respectivelya

structural parameter 1 2

C1-C2 (5-ring of Sq) 145.8 145.7
C2-C3 137.1 142.2
C3-C4 145.3 143.3
C1-C1′ (central bond in Sq)b 140.0 144.9
C1′-C2′ (7-ring of Sq) 144.8 143.1
C2′-C3′ 136.8 138.2
C3′-C4′ 143.4 141.9
C4′-C5′ 136.6 138.2
Ru-C1 223.2
Ru-C1′ b 317.1

a Sq: sesquifulvalene subunit in1 and2. b Crystal structure data for
2: 147.2(7) pm for C1-C1′, 311.3(5) pm for Ru-C1′.17
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can be characterized by the bonding HOMO-1 and antibonding
LUMO+1 orbitals (both b2 irrep.). We will see that these four
orbitals will be of importance for the analysis of the complex
in terms of electronic structure and hyperpolarizability.

The Mulliken charges of the five carbon atoms and the four
hydrogen atoms constituting the five-membered ring of1 sum
up to -0.174 e in our calculations. This indicates a fairly low
ionicity in the ground state, which is consistent with the polyene
structure of the molecule. On the other hand, it has been
suggested17 that the electronic structure of the firstexcitedstate
can be qualitatively described as an ionic, biaromatic resonance
structure with a negative charge on the five-membered ring and
a positive charge on the seven-membered ring, thus indicating
a flow of negative charge from the seven-membered ring to the
five-membered ring upon excitation. This view is not supported
by our calculations, however. As is clearly seen from Figure 4,
an excitation corresponding to the HOMOf LUMO (2a2 f
3a2) orbital transition would relocate negative charge form the
five-membered ring (2a2) to the seven-membered ring (3a2).
When considering the (HOMO-1)f (LUMO+1) (4b2 f 5b2)
orbital transition, the charge transfer is still in the same direction,
i.e., from the five-membered ring to the seven-membered ring,

although much less pronounced, since a closer analysis of the
orbital compositions, which are illustrated only qualitatively in
Figure 4, shows that the 4b2 orbital (HOMO-1) is composed of
54% of a five-membered-ring fragment orbital (π3 in cyclo-
pentadienyl), while the 5b2 orbital (LUMO+1) contains 60%
of a seven-membered-ring fragment orbital (π4 in cyclohep-
tatrienyl). Hence, our analysis does not support the simple
picture of a zwitterionic excited-state model with negative charge
on the five-membered ring of sesquifulvalene.

On the other hand, for the sesquifulvalene transition metal
complexes, in ref 17 it is assumed that complexation increases
the contribution of the bipolar resonance structure in the ground
state. Transitions that are important for the hyperpolarizability
are therefore viewed in ref 17 as starting from the five-
membered ring of sesquifulvalene or from the whole metal-
bicyclopentadienyl moiety as the donor, and arriving at the
seven-membered ring as the acceptor. Without involving this
change in the electronic structure of complexed sesquifulvalene
as compared to free sesquifulvalene, but assuming that the
complexation would leave the sesquifulvalene electronic struc-
ture relatively undisturbed, we note that a transition of mostly
sesquifulvalene 2a2 f 3a2 (Figure 4) character would conform
to such a donor-acceptor denotation. Hence, the view taken in
ref 17 for the transition metal sesquifulvalene complexes
conforms to our analysis of free sesquifulvalene. Only the charge
rearrangement assumed in ref 17 for the free sesquifulvalene
does not conform to our analysis of the same molecule. A more
complete characterization of the electronic excitations in1 and
2 based on TDDFT calculations will be given in the next section.

We are now going to address the question of how the
electronic structure changes when a cyclopentadienyl-ruthenyl
[(C5H5)Ru]+ fragment is coordinated to the sesquifulvalene
ligand. To this end, the electronic structure of the cationic
complex2, which has not been fully analyzed before, will be
discussed in some detail.

The right-hand side of Figure 5 schematically shows the
relevant frontier orbital energy levels of the sesquifulvalene
complex. The observed pattern can be rationalized based on
the well-known orbital energy level diagram of ruthenocene,
given on the left-hand side of Figure 5, and the sesquifulvalene
levels shown in Figure 4. The frontier orbitals of ruthenocene

Figure 4. Four frontier orbitals andπ-bonding in sesquifulvalene1.

Figure 5. Qualitative frontier molecular orbital energy diagrams of ruthenocene (left) and the sesquifulvalene complex2 (right). In the right
diagram, arrows qualitatively indicate which fragments contribute to the relevant molecular orbital of2. The splitting of the d-levels of the ruthenium
fragment is the same as that of ruthenocene (boxed area in the left diagram). The arrows on the right side indicate where the sesquifulvalene levels
(cf. Figure 4) enter.
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have dominant ruthenium d-orbital character, and are split into
a set of three doubly occupied orbitals and another set of two
unoccupied orbitals. These orbitals, including the splitting pat-
tern just described, can be recovered in the sesquifulvalene com-
plex as indicated in the right panel of Figure 5 (arrows on the
left-hand side with Ru or RuCp2 labels). In an alternative point
of view, setting out from the sesquifulvalene frontier orbitals
schematized in Figure 4, the three occupied d levels (39a′, 26a′′,
40a′) of the RuCp fragment energetically take a position within
the HOMO-LUMO gap of sesquifulvalene, cf. right panel of
Figure 5. The orbital energy levels labeled 41a′ and 27a′′ have
dominant sesquifulvalene seven-membered-ring character. 41a′
can be viewed as a descendant from the 5b2 (LUMO+1) orbital
in 1, but its weight in the seven-membered ring has increased
from about 60% in1 to 72% in 2. The orbitals labeled 25a′′
and 38a′ have significant amplitude on the five-membered ring
of the sesquifulvalene ligand and the cyclopentadienyl ring
attached to the ruthenium center. Hence, in the sesquifulvalene
complex2, the HOMO (as well as HOMO-1 and HOMO-2)
has predominantly ruthenium d-character, while the LUMO
(41a′) is largely located on the seven-membered ring of the
sesquifulvalene ligand. We will show in Section 3.3 that the
nonlinear optical properties of the sesquifulvalene complex can
be rationalized by the orbital energy levels shown in Figure 5.

3.2.2. Vertical Excitation Energies.The computed electronic
excitation spectrum of sesquifulvalene1 (cf. Table 2 and Figure
6, left panel) is dominated by a single intensive transition at
3.4 eV (370 nm), which corresponds mainly to the (HOMO-1)
f (LUMO+1) (4b2 f 5b2; cf. Figure 4) transition within the
single-particle picture (91% contribution to the TDDFT solution
vector26). We also note that the lowest excitation of the molecule
at 1.64 eV, which corresponds to the HOMOf LUMO (2a2

f 3a2) orbital transition, has a very low oscillator strength (I
) 0.0028) and is therefore not shown in Table 2. The low
intensity of this transition is due to a small dipole matrix
element, which results from the spatial separation (poor overlap)
of HOMO and LUMO in1 (cf. Figure 4). All other excitations
are computed to have lower intensities, and are therefore not
discussed here.

UV/vis spectral data on complex2 in solution have been
reported by Heck et al.17 We review the most important results

derived from these experimental data before discussing our
computed gas-phase spectrum. The low-energy part of the
experimental UV/vis spectrum of2 in solution is characterized
by two intensive excitations within the range between 350 and
1000 nm. In the spectrum (solvent dichloromethane, CH2Cl2),
absorption band maxima have been found at 410 and 560 nm.17

The former, very intensive band has been assigned to an
intraligand charge-transfer (LL-CT) excitation, while the latter,
less intensive band has been attributed to a donor-acceptor
charge-transfer (DA-CT) band.17

The TDDFT gas-phase spectrum of complex2 is also shown
in Figure 6 (right panel). In agreement with the experimental
findings, we find two intensive transitions in the simulated
spectrum within the experimentally relevant energy range. At
an excitation energy of 2.1 eV (580 nm), we compute the
second-most intensive excitation in the spectrum in the same
energy range. This excitation is a metal-to-ligand charge-transfer
(ML-CT) excitation in character, since it involves a major single-
particle contribution involving an excitation from an occupied
ruthenium d-orbital (39a′) to the LUMO of the complex (41a′,
Table 2). The most intensive transition is found at a somewhat
higher energy of 2.9 eV (430 nm). An analysis of the
corresponding TDDFT solution vector reveals that this transition
involves a charge transfer from orbitals located on the two five-
membered rings bound to the ruthenium center to the LUMO,
which is an unoccupied orbital ofπ-symmetry at the seven-
membered ring of the ligand (descendant of the 5b2 orbital of
1). We furthermore report another intensive excitation at 3.9
eV (315 nm), which is just outside the energy range of the
experimental UV/vis spectrum. Higher energy excitations have
not been identified experimentally, so we skip the computational
results on them for conciseness.

In summary, it can be seen that the qualitative features of
the experimental spectrum are well reproduced in the computa-
tions. The spectrum of1 exhibits a very intensive transition
(from HOMO-1 to LUMO+1), which shifts to lower energy
upon complexation resulting in compound2. Just from the
inspection of the optical spectra thus an enhanced hyperpolar-
izability of complex2 compared to1 may be anticipated. We
will, however, demonstrate below that these intense transitions

Figure 6. Simulated electronic excitation spectra of1 (left panel) and2 (right panel), based on electronic excitations computed at the GRAC/
TZ(2)P level; all computed excitations in the energy range were included, Lorentzian line broadening of 0.4 eV fwhm was assumed; the abscissa
is the wavelength [in nm]; arbitrary units for intensity.

TABLE 2: Most Intensive Excitations and Oscillator Strengths of 1 and 2 within the Range between 1.2 and 3.5 eV (350-1000
nm), Computed at the GRAC/TZ(2)2P Level (no solvent included); Projection on Single-Particle Excitations

compd excitation
oscillator
strength projection

1 3.4 eV (370 nm) 0.69 4b2 f 5b2 (91%)b

2a 2.1 eV (580 nm) 0.07 39a′ f 41a′ (73%), 38a′ f 41a′ (17%)
2a 2.9 eV (430 nm) 0.33 38a′ f 41a′ (75%), 39a′ f 41a′ (14%)
2 3.9 eV (315 nm) 0.13 37a′ f 41a′ (60%), 24a′′ f 27a′′ (14%)

a UV/vis dataλmax (ε) on 2 in solution (CH2Cl2): 560 nm (7360), 410 nm (14020).b HOMO-1 f LUMO+1.

1018 J. Phys. Chem. A, Vol. 110, No. 3, 2006 Hieringer and Baerends



are not the primary cause of the hyperpolarizabilities, neither
for 1 nor for 2.

3.3. First Hyperpolarizabilities. 3.3.1. Orbital decomposition
analysis of p-Nitroananiline.To demonstrate that the orbital
decomposition scheme for first hyperpolarizabilities may indeed
be useful for qualitative and semiquantitative analysis purposes,
we first apply it to a well-known chromophore for nonlinear
optics,p-nitroaniline (PNA). The origin of the first hyperpo-
larizability of this molecule has been analyzed by application
of various techniques (including missing-state and missing-
orbital analysis schemes) before.8,9 We will show here that the
conclusions of earlier studies are qualitatively reproduced by
the present decomposition scheme.

Table 3 shows the static first hyperpolarizabilities of PNA
calculated by using TDDFT in combination with various
exchange-correlation potentials and basis sets, cf. Section 2.
Both the dominant tensor element,âzzz, and the orientationally
averaged hyperpolarizability,âh, are included. Furthermore, the
orbital decomposition ofâzzz is given by using the present de-
composition scheme. The data show thatâzzzagrees to within
approximately 5% among all exchange-correlation potentials and
basis sets in this case. The orbital decomposition analysis attrib-
utes a dominant role to the HOMO and LUMO, with a minor
contribution (7-10%) from the HOMO-(LUMO+1) pair.
Taken on its own, the former pair can be seen to overestimate
the hyperpolarizability to some extent. This is partly corrected
for by the latter orbital pair, however. The remaining part of
âzzz is compensated for by contributions of orbital pairs, the
magnitude of which is less than 5% each (not shown). All other
orbital pairs contribute less than 5% (positive or negative sign),
and are therefore not shown. The crucial role of HOMO and
LUMO for the hyperpolarizability, along with smaller correction
by other orbitals, perfectly meets qualitative expectations drawn
earlier from sum-over-states analysis schemes.8,9 It can also be
seen that, at least in the case of PNA, the results of the
decomposition analysis appear not to be very sensitive with
respect to basis sets and exchange-correlation treatment, which
is convenient if qualitative conclusions are to be drawn.

3.3.2. The SesquifulValene Compounds1 and 2. Table 4
shows the static and frequency-dependent hyperpolarizabilities
(orientationally averaged,âh, and dominant tensor elementâzzz)
of the title compounds1 and2 as calculated with the methods
outlined in Section 2. For the sake of better comparability, we
also include corresponding numbers for PNA which have been
calculated at the same level of theory.

The static first hyperpolarizability (bothâh and âzzz) of the
free sesquifulvalene ligand1 is calculated at approximately one-

third in magnitude of the corresponding numbers for the
reference compound PNA. Complexation of sesquifulvalene
with a cationic cyclopentadienyl ruthenium (RuCp+) fragment,
thus forming 2, results in more than a 5-fold increase in
hyperpolarizability compared to the free ligand, surpassing that
of PNA by a factor of 1.8 forâh. For all molecules investigated
here, the numbers for the frequency-dependent second-harmonic
generation (SHG) hyperpolarizabilities are quite different from
the static ones. Such resonance enhancement may be expected
since the photon energy of the frequency-doubled light (2.34
eV, 534 nm wavelength) is fairly close the true vertical
excitation energies of the molecules (cf. Figure 6 and Table 2).

To rationalize these computational results, we use the orbital
decomposition scheme outlined in Section 2.2 to relate the
dominant tensor elementsâzzz of the calculated first hyperpo-
larizabilities to the electronic structure of1 and 2. The
decomposition scheme affords a breakdown of a chosen
hyperpolarizability tensor element into contributions of indi-
vidual pairs of molecular orbitals. It may thus give an indication
of which parts of a chromophore molecule are directly involved
in generating the observed nonlinear response.

The results of the analysis are given in Table 5. Cf. also the
orbital energy level diagrams in Figure 4 and Figure 5. For a
comparison with PNA, cf. Table 3.

The decomposition of the dominant hyperpolarizability tensor
elementâzzz for the free sesquifulvalene ligand1 singles out
the contribution from the HOMO (2a2) and LUMO (3a2) as the
most important contribution toâzzz. In fact, however, this
contribution actually overshoots the totalâzzzsignificantly. As
can be seen from Table 5, this exaggeration is compensated for
by several contributions from other orbital pairs, some of which
lie in the frontier orbital region energetically, while others
include high-lying virtual orbitals. In view of the low intensity
of the electronic excitation dominated by the 2a2 f 3a2 transition
(cf. Section 3.2.2), it is striking that the decomposition singles

TABLE 3: Orientationally Averaged First Hyperpolarizabilities âh and Dominant Tensor Elementâzzzof p-Nitroaniline (PNA),
Using Different Basis Sets and Exchange-Correlation Potentials (in au)a

contribution toâzzz(% of âzzz)

level of theory âh âzzz HOMO T LUMO HOMO T LUMO+1

LDA/TZ2P 1007 -1890 -2187 (116%) +133 (7%)
LDA/VI 965 -1808 -2118 (118%) +140 (8%)
LDA/VII 994 -1867 -2184 (118%) +173 (9%)
LDA/VIhp 977 -1844 -2187 (119%) +188 (10%)
LDA/VIIhp 985 -1851 -2185 (119%) +178 (10%)
LDA/DZPhp 986 -1851 -2196 (119%) +189 (10%)
GRAC/TZ2P 975 -1851 -2167 (118%) +133 (7%)
GRAC/VIIhp 984 -1852 -2198 (119%) +190 (10%)
GRAC/DZPhp 974 -1829 -2173 (120%) +181 (10%)
SAOP/TZ2P 1007 -1877 -2122 (114%) +125 (7%)
SAOP/VIIhp 975 -1819 -2100 (116%) +148 (8%)
SAOP/DZPhp 968 -1804 -2085 (116%) +147 (8%)

a Decomposition into contributions from orbital pairs; only contributions>5 % toâzzzare included. The labels for the theoretical level (column
1) are explained in Section 2.

TABLE 4: Orientationally Averaged First
Hyperpolarizability âh and Largest Tensor Elementâzzzof 1,
2, and PNA, LDA/DZPhpa

âh âzzz

compd static SHG static SHG

1 -229 +591 -533 +723
2 -1898 -1001 -3202 -1427
PNAb +986 +2235 -1851 -4004

a Static (ω ) 0) and second-harmonic generation (SHG, input
frequencyω0 ) 0.043 au, or 1.17 eV incident photon energy);âh, âzzz

in au. b p-Nitroaniline.
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out the 2a2 T 3a2 orbital pair as the dominant contributor to
âzzz. On the other hand, the 4b2 T 5b2 orbital pair, the
corresponding electronic excitation of which has high oscillator
strength (cf. Table 2), appears to contribute less than 10%
(therefore not shown in Table 5). A closer analysis of the
contribution due to these orbital pairs reveals that the first and
second terms in eq 2 have opposite signs for the 4b2 T 5b2

pair and thus cancel, while they have the same sign for the 2a2

T 3a2 pair. Overall, the decomposition is rather complicated
in this case and provides only a rough picture of the mechanism
of the nonlinear response of1. This may be related to the fact
that the total hyperpolarizability of1 is rather small in
magnitude. We note that there are sizable contributions due to
4b2 T 12b2, 4b2 T 23b2 orbital pairs, for which we have no
explanation.

The analysis of the title complex2 reveals major (>5%)
contributions from five orbital pairs, cf. Table 5. In this case,
all of the orbitals involved in significant contributions toâzzz

are close to the HOMO-LUMO gap energetically, resulting in
a more consistent picture than for1. Considering the analysis
of the electronic structure given in Section 3.2, we have
identified orbitals 38a′ and 41a′ as having significant sesquiful-
valene character. Table 5 shows that this orbital pair accounts
for about 22% of the totalâzzz tensor element in the complex.
Considering the increased hyperpolarizability of the complex
compared to free sesquifulvalene, it appears that the contribution
of these two orbitals with partial sesquifulvalene character
remains approximately constant in magnitude upon complex
formation. The major part of the contributions toâzzz in 2,
however, arises from the set of three occupied orbitals, labeled
39a′, 26a′′, and 40a′, which are predominantly ruthenium
d-orbitals in character. As can be seen from Table 5, the
combination of two of these occupied orbitals, 39a′ and 40a′,
with the unoccupied orbital 41a′, which is mainly located at
the seven-membered ring of the sesquifulvalene ligand, accounts
for 42% and 19% of the totalâzzz of 2, respectively. Another
major contribution of 22%, accounting for the remaining part
of âzzz, originates from the ruthenium d-orbital labeled 26a′′ in
combination with 27a′′ (i.e., 26a′′ T 27a′′), which resembles
the LUMO+1 molecular orbital of isolated sesquifulvalene.

In summary, a major part of the hyperpolarizability of the
complex can be attributed to the presence of occupied metal
d-orbitals according to the present orbital decomposition scheme.
In addition, we have demonstrated that more than just HOMO
and LUMO have to be considered to account for all contribu-
tions of the hyperpolarizability. Hence, our results support the
view that the popular two-level formula should only be regarded
as a very crude guideline, since important contributions may
be missed by relying on it.

To conclude this section, we note that a quantitative agree-
ment among the calculated first hyperpolarizabilities presented
here and the experimental Hyper-Rayleigh scattering values
reported in ref 17 in general could not be achieved (cf. also ref
44) and is not to be expected either for the following reasons.
First, the experimental values have been determined in solution,
while the values given here refer to the gas phase. Second, the
frequency-dependent first hyperpolarizabilities, at the incident
laser wavelength for the Hyper-Rayleigh scattering experiment,
are considerably enhanced due to resonance effects. This general
problem has been described in considerable detail in ref 17,
and may also introduce some uncertainty in the experimental
results. More severely, however, resonance-enhanced hyperpo-
larizability values can be difficult to reproduce theoretically even
if frequency-dependent response theory is employed as in the
present contribution. The reason is that the frequency-dependent
hyperpolarizability exhibits poles at the excitation frequencies
of the molecular system under consideration, i.e., if the light
frequency approaches a resonance of the molecule, a large
change in its hyperpolarizability will result. This enhancement
will be larger the closer the photon energy approaches a true
excitation energy of the system. In the present case, the relevant
photon energies are sufficiently close to excitation energies of
the complexes to cause significant resonance enhancement.
Hence, rather small deviations of the calculated excitation
energies from the true, experimental ones can result in large
deviations from the experimentally determined hyperpolariz-
abilities. Given that present-day TDDFT calculations can do
excitations hardly better than 0.3 eV for transition metal
complexes (in the gas phase),45 one should not expect quantita-
tive agreement of first hyperpolarizabilities calculated by
TDDFT methods and experiment in the present case.

4. Conclusions and Outlook

In this article, an analysis of the electronic structure and
response properties, in particular first hyperpolarizabilities, of
sesquifulvalene1 and a prototype cationic sesquifulvalene
ruthenium complex2 has been given based on time-dependent
density-functional response calculations. In fact, the present
TDDFT calculations predict an 8-fold increase in the static first
hyperpolarizability when1 is transformed to2 by complexation
with a cationic [RuCp]+ fragment.

To analyze the computed hyperpolarizabilities, a new orbital
decomposition scheme for first hyperpolarizabilities has been
implemented that allows us to directly relate the (frequency-
dependent) first hyperpolarizability tensor elements of any
molecule to its electronic structure. The new scheme is based
on response theory, is easy to use, and comes at virtually no
additional computational cost. The reliability of the scheme has
been demonstrated for the standard chromophorep-nitroaniline
(PNA) by using several basis sets and exchange-correlation
potentials.

The electronic structure of the sesquifulvalene ruthenium
prototype complex2 can be understood from the frontier orbitals
of the sesquifulvalene ligand (1) and the well-known splitting
of the d levels in ruthenocene as found in many textbooks. In
essence, the three highest occupied orbitals of2 have dominant
d character, while the two lowest unoccupied orbitals are
predominantly located on the sesquifulvalene ligand. The low-
energy part of the electronic excitation spectrum of2 is
dominated by an intense excitation, which involves a charge
transfer from the five-membered rings in2 to the seven-
membered ring of the sesquifulvalene ligand, and at lower
energy a somewhat less intensive metal-to-ligand charge-transfer

TABLE 5: Orbital Decompositions of the Dominant Tensor
Element âzzzof the Static First Hyperpolarizability of 1 and
2 (in au); LDA/DZPhp Level of Theory

occupiedT virtual contribution (% ofâzzz)

1: âzzz) -533
2a2 (HOMO) T 3a2 (LUMO) -890 (167%)
2a2 (HOMO) T 5a2 (LUMO+2) +82 (15%)
4b2 (HOMO-1) T 12b2 +154 (29%)
4b2 (HOMO-1) T 23b2 +91 (17%)
3b2 (HOMO-2) T 5b2 (LUMO+1) +54 (10%)

2: âzzz) -3202
37a′ T 41a′ +181 (6%)
38a′ T 41a′ -695 (22%)
39a′ T 41a′ -1332 (42%)
26a′′ T 27a′′ -702 (22%)
40a′ T 41a′ -603 (19%)
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(MLCT) excitation. The former excitation in2 is red-shifted
compared to the analogous excitation in free sesquifulvalene1.
This red shift of what is the most intense excitation in both
systems might, at first sight, be held responsible for the increased
hyperpolarizability of2 compared to1.

An analysis of the computed hyperpolarizabilities, however,
reveals a quite different mechanism for the enhancement of the
nonlinear optical response of complex2 with respect to1. The
hyperpolarizability of sesquifulvalene1 is not due to the
optically intense (HOMO-1)f (LUMO+1) transition, but rather
due to the optically “dark” HOMOf LUMO transition. The
latter orbital transition can be characterized by a lower energy
difference and a higher dipole moment change than the former,
which compensates for the lower transition dipole moment of
the orbital excitation. The enhanced hyperpolarizability of2 is
predominantly due to a type of transition that has no analogue
in free sesquifulvalene, namely a MLCT transition involving
an excitation from ruthenium d-orbitals as donors to the seven-
membered ring part of the sesquifulvalene ligand. Hence, the
effect of complexation of the transition metal fragment [RuCp]+

to sesquifulvalene (1 f 2) should not be regarded merely as an
enhancement of what is basically the nonlinear optical response
of sesquifulvalene. Rather, the NLO activity is changed in an
essential manner by introducing new “donor” states, i.e., the
ruthenium d-orbitals.

It has been shown that the decomposition scheme has the
potential to become a tool that facilitates the directed design of
improved chromophores based on existing structures. In the case
of sesquifulvalene complexes, the analysis has revealed that the
metal d levels play a crucial role as electron donors in the
generation of the nonlinear optical response. One manifest
strategy toward an improved nonlinear response is therefore to
introduce ligands or substituents at selected positions into the
basic structure of2, which push the d levels of the metal center
up in energy and thus reduce the gap between the occupied
and unoccupied manifolds. Substitutions at the sesquifulvalene
seven-membered ring that lower the LUMO would also be
helpful. This and other lines are currently being investigated in
our labs.
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